
Using Large Text To Image  Models with Structured Prompts for 
Skin Disease Identification: A Case Study

Introduction

Contributions

• Our initial case study is the first known attempt to analyze the impact of LTI 
models for (comparatively rare) skin conditions through the lens of a strategic 
framework with a tentative guideline for simple prompt engineering based on 
medical textbooks.

• We show that the deep learning model trained on disease classification only 
with LTI generated images exhibits much better localization of the disease 
ROI in terms of class activation maps, thus demonstrating the efficacy of the 
proposed framework.

• Although the study in this paper is based on skin conditions, our framework is 
domain-agnostic to be applied to any sub-domain in medical image analysis 
dealing with the scarcity of targeted training data.

• Our framework with tentative prompt engineering guidelines can be easily 
extended by the community to significantly resolve the issue of racial bias 
(and potentially other prevalent ones) in medical datasets.

Methods

Evaluation & Results
All the evaluations in this work are performed on the real dataset. For quantita-
tive evaluation, first, we assess the model's classification accuracy trained only 
on our synthetic data to get a sense of the synthetic to real generalization abil-
ity. Next, we re-evaluate the synthetically trained model after finetuning it on 
a few real samples -- 10 from each category. This is to see the potential improve-
ment that a tiny real dataset brings to the table alongside the synthetic data-
set. Moreover, we also visualize the class activation maps to analyze the salien-
cy of the learned model and qualitatively evaluate the model's ability to local-
ization conditions. 

Using the images generated with the set of instantiated prompts, we train a 
standard image classification model (ResNet50 pretrained on ImageNet) for 
disease classification. This classifier is then evaluated on the real dataset both 
quantitatively and qualitatively.
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• The limited availability of large annotated datasets is a serious impediment 
to progress in AI for medical imaging.

• In recent years, large pre-trained text-to-image (LTI) generative models, such 
as  DALL-E2, Imagen have been used to greatly expedite the development of 
AI applications by eradicating the bottleneck of large-scale annotated data-
sets.

• In this paper, we provide an initial case study regarding the usage of LTI 
models for a few skin conditions for which the annotated dataset required for 
AI-assisted automation is scarce.

Our framework comprises two main components :

1. The choice of a set of structured text prompts used as inputs for data gener-
ation

2. Training a classification model using the synthetic images generated by the 
prompts.

Conclusions

Fig 2. Qualitative comparison of the generated images  �

Fig 3. Comparison of the class activation maps for different protocols -- (A) Images; (B) ImageNet + Finetuning (real); 
(C) ImageNet + LTI (synthetic); (D) ImageNet + LTI (synthetic) + Finetuning (real). 

The activation with the synthetic training (C and D) is qualitatively more accurate than the one without it (B).

Fig 1. The proposed framework for generating images tailored to particular skin conditions
based on textbook descriptions. First, the long textbook narrative is parsed into a few 

keywords following our generic but succinct prompt structure. Next,  this prompt 
instantiation is fed into the LTI model to generate targeted images for further training.

In this paper, we explore using LTI models for skin disease detection with limit-
ed training data. We use generated images from text prompts and propose en-
hancing prompts with textbook descriptions for better results.

Future work will extend this approach to more diseases and automate prompt 
generation. We also consider using advanced diffusion models for improved 
data generation.

Notably, we aim to address racial biases in skin condition detection with explic-
it text prompts, aligning with our commitment to assist underserved commu-
nities in remote areas.


